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• Dataset and Training:

– 16,000 instances, split into 75% training 

and 25% testing.

– Models trained for 100 epochs using 

NVIDIA TITAN V.

• Performance Evaluation:

– Mean Squared Error (MSE) used for 

comparison.

– Optimal performance observed at a 

window size of  10.



• LSTM:

– Input layer with specific shape for past 

observations.

– Two encoder LSTM layers, returning 

sequences and states.

– A ‘RepeatVector’ layer and two decoder 

LSTM layers.

– ‘TimeDistributed’ wrapper around a 

‘Dense’ layer.

• Randomized Model Search:

– For finding best hyperparameters (optimizer, learning rate, etc).

• Best-Performing Architectures:













• DBT Specific Findings:

– Examined in two scenarios: missing 

random SPNs and missing correlated 

SPNs.

– Average prediction error increases with 

the number of  missing SPNs, but not 

significantly.

– Error peaks when correlated SPNs are 

missing, highlighting transformer models' 

learning capabilities.
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