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ABSTRACT

The Internet of Things (IoT) is revolutionizing society by connect-
ing people and devices seamlessly and providing enhanced user
experience and functionalities. However, the unique properties of
IoT networks, such as heterogeneity and non-standardized protocol,
have created critical security holes and network mismanagement.
We propose a new measurement tool for IoT network data to aid
in analyzing and classifying such network traffic. We use evidence
from both security and machine learning research, which suggests
that the complexity of a dataset can be used as a metric to determine
the trustworthiness of data. We test the complexity of IoT networks
using Intrinsic Dimensionality (ID), a theoretical complexity mea-
surement based on the observation that a few variables can often
describe high dimensional datasets. We use ID to evaluate four mod-
ern IoT network datasets empirically, showing that, for network
and device-level data generated using IoT methodologies, the ID
of the data fits into a low dimensional representation; this makes
such data amenable to the use of machine learning algorithms for
anomaly detection.
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1 INTRODUCTION

With people, objects, sensors, and services all connected through
devices ranging from household appliances to smartphones and
PCs, the Internet of Things (IoT) network infrastructure faces the
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challenging task of managing heterogeneous devices and their com-
munications in the absence of standardization. The proliferation of
IoT systems has introduced new, and emerging security vulnera-
bilities [2, 5, 10, 38] which can be readily exploited to cause harm.
Such vulnerabilities arise because of device manufacturers neglect-
ing security for performance considerations [11], end-users not
updating each device regularly [37], and a continually expanding
marketplace of devices and manufacturers [10].

Further, the unique characteristics of IoT networks have intro-
duced new complications. Notably, heterogeneity and non stan-
dardized protocol of IoT networks have been posited as critical
challenges for enhancing the security of IoT systems [8, 18, 31] – net-
works with diverse devices ranging from single-purpose machines
to robust servers, each with varied communication structures, are
cumbersome to protect. Past work has proposed behavioral fin-
gerprinting of devices [7], and further fine-tuning device-specific
anomaly detection models depending on the complexity of devices
[15]. Others propose supervised machine learning solutions [21, 33],
utilizing modern network datasets such as Aposemat IoT-23 (IoT-23)
[13].

In this work, we take a different approach by first examining
the supposition that heterogeneous IoT networks have higher com-
plexity than regular non-IoT datasets. We calculate Intrinsic Di-
mensionality (ID), a property that has been proposed to measure
the complexity of a data set as a whole [39] and evaluate it on four
IoT datasets and two non-IoT datasets. We analyze the datasets
from two perspectives: network level and device level, and show
that, despite the variability of IoT devices, the complexity of benign
network activity is low.

1.1 Problem Statement

We focus on the question of heterogeneity and complexity in IoT
networks by asking the following questions:

(1) Do the properties of multi-device heterogeneous IoT net-
works exhibit fundamentally more complex behavior?

(2) What devices are harder to protect in machine learning-
based frameworks?

1.2 Proposed Approach

In this work, wemeasure the complexity of IoT network traffic using
the novel perspective of ID, testing the hypothesis that IoT networks
contain complex network packets as a result of their heterogeneous
behavior. We first measure ID at the network dataset level, showing
that, counter to intuition, several IoT datasets exhibit lower ID
compared to non-IoT benchmarks. Additionally, we show that the
ID measurement used in our experiments exhibit similar rank order
complexity as Complex IoT [15], i.e., the complexity measurements
of devices are arranged in a similar order in both works.



SACMAT ’22, June 8ś10, 2022, New York, NY, USA Matt Gorbett, Hossein Shirazi, and Indrakshi Ray

1.3 Contributions

Our contributions are as follows:

• We measure the complexity of several popular IoT, non-IoT,
and IoT device datasets using ID, testing the hypothesis that
IoT networks contain complex interactions. Despite being
heterogeneous in nature, we show that IoT network activity
has low ID measurements, with ID values similar to device-
level traffic. Low ID measurements provide strong evidence

that we can build robust and secure Machine Learning (ML)

models to protect IoT networks. To the best of our knowledge,
this is the first work that analyzes IoT datasets using ID.

• We show the usefulness of ID as a device complexity mea-
surement, displaying empirical results across 17 devices and
the intuition behind them.

• We measure the complexity of IoT traffic at the network
level and show that even for networks with several devices
ranging from single-purpose to multi-use servers, the data
generally fits into low ID estimates.

The rest of the paper is organized as follows. We first summarize
related and prior work in Section 2. We then detail ID concepts in
Section 3 as well as discuss our methodology. We summarize the
datasets we used in experiments in Section 4. Next is our analysis
of device level ID estimates in Section 6. Finally, we conclude this
paper with a discussion and pointers to future directions in Section
7.

2 RELATED WORK

In this section, we review Intrusion Detection Systems (IDS), IoT
security research, current algorithms for IoT intrusion detection,
and finally, open problems in deep learning anomaly detection.

IoT: IoT is a rapidly evolving field, with research being done at
dozens of institutions across industry and academia [8, 18, 20, 31].
It is postulated that IoT increases the vulnerability of networks
because the attack surface has increased, with many new entry
and exit points with new devices available on networks [24, 32]. A
heterogeneous IoT network is typically made of various sub-devices
within a distributed network. It includes resource-constrained de-
vices, such as a smart light bulb or garage door opener, and more
powerful devices such as embedded and regular computers.

Existing research notes that IoT networks and devices have mul-
tiple intrusion sources: IoT backends, cloud services supporting an
IoT device, and other hubs within the IoT system [1, 29], which
makes it difficult to implement traditional intrusion detection ap-
proaches such as rule-based and signature-based methods.

Complexity in Deep Learning and Security: Several works
in computer vision have shown that various classes of deep neu-
ral networks are susceptible to anomalous data [14, 16, 25, 28, 35].
Recently, Serra et al. showed that this was a result of data com-
plexity [35]. They use image compression measurements to show
that models developed with more complex data are susceptible to
anomalous and out-of-distribution examples. Further, they show
that simpler datasets are more robust to anomalies.

Pope et al. [31] showed that common computer vision datasets
exhibit very low intrinsic dimension relative to their number of pix-
els. They also showed that the intrinsic dimension greatly impacts
learning: the higher the intrinsic dimension of a dataset, the harder

it is to learn from it. In addition, they showed that the extrinsic
dimension of the dataset, i.e.the total number of pixels per image
in a dataset, did not effect learning and generalization, indicating
that sample complexity only depends on the intrinsic dimension
rather than the total dimension of the dataset.

Interestingly, a similar complexity finding was found in a recent
security paper Haefner and Ray [15]. Using data from various IoT
devices, they find that each device has varying complexity. They
formalize a complexity measure (IP Spread/IP Depth) per device
in order to fine-tune an Isolation Forest anomaly detection algo-
rithm. Their architecture, ComplexIoT, measures network traffic
on a device level, which can be used in Host Intrusion Detection
Systems.

This work is similar to ComplexIoT [15] in that we propose a
complexity measurement; however, there are several key differ-
ences:

• We analyze IoT datasets both from the point of view of
network-level and the device level, while ComplexIoT only
looks at device level complexity.

• The ComplexIoT complexity score is based on IP spread and
IP depth and does not consider other network features to
compute its complexity estimate.

3 METHODOLOGY

In this section we first briefly explain concepts and mathematics
behind ID. We will later use ID to measure both network and de-
vice level IoT and non-IoT datasets, showing how this complexity
measurement is a strong tool of our ability to assess network data
at multiple levels.

3.1 Intrinsic Dimensionality

The ID of a dataset is the minimum number of variables needed to
retain a full approximation of the data [6]. It is based on the obser-
vation that high-dimensional data can often be described by a lower
number of variables. The utility of lower dimensional representa-
tions is apparent throughout ML research, from data compression
(such as autoencoders [17]) to dimensionality reduction (PCA). ID
is akin to autoencoders and PCA, however quite distinct in that
its an estimate of the lowest possible dimension of a dataset (e.g.
the lowest possible bottleneck size in an autoencoder), and not a
reduction technique in itself. ID can be thought of as a geometric
property to measure complexity of a dataset as a whole [39].

Formally, the ID of dataset X ∈ R𝑚𝑥𝑛 , with𝑚 samples and 𝑛

features, lies on a lower dimensional manifold M, where 𝐼𝐷 =

𝑑𝑖𝑚(M), i.e. ID is the dimension of the manifold M of the data.
Usually, the ID measurement is significantly less than extrinsic
dimension 𝑛, or number of features.

As an intuitive example, points 𝑥1...𝑥𝑚 exist on a piece of paper
in three dimensional space. We can describe the points relative to
the three dimensional space, (𝑑1, 𝑑2, 𝑑3), or we can describe them
relative to their position on the piece of paper, where only two
variables are needed. Here, the representation of points 𝑥1...𝑥𝑚 in
3D space is the extrinsic dimension, whereas their points relative
to the piece of paper are their ID.

The main approach to estimate ID involves examining the neigh-
borhood around a reference point 𝑥𝑖 for each 𝑥 in X. A common
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equation used in existing research was proposed by Levina and
Bickel [22]:

𝐼𝐷 (X) =
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where𝑚 is the number of samples, 𝑥𝑖 is a sample in the dataset,
k and j are the 𝑘𝑡ℎ and 𝑗𝑡ℎ nearest neighbors.𝑇𝑘 (𝑥𝑖 ) is the distance
between 𝑥𝑖 and 𝑥𝑘 , similarly, 𝑇𝑗 (𝑥𝑖 ) is the distance between 𝑥𝑖 and
𝑥 𝑗 . Intuitively, Equation 1 measures the rate that new neighbors
are encountered as we move out from the reference point 𝑥𝑖 . We
use this equation for all ID estimates in Figure 1.

Outside of deep learning (as described in Section 2), intrinsic
dimensionality has been used in applications such as anomaly
detection[36], clustering, similarity search, and deformation in com-
plex materials.
Distance Metric. For the distance metric required in Equation 1,
we use Hamming Distance to compute similarity between both
categorical and continuous feature points. While Euclidean Dis-
tance is typically used in Equation 1 to measure LID, Ma et al. [23]
suggested not using Euclidean Distance as the underlying distance
metric. Choosing the Hamming Distance metric over Euclidean Dis-
tance for continuous variables showed better experimental results.
Effectively, this turns each pairwise feature distance into a binary
metric: 0 for same, 1 for different. We compute Hamming Distance
as:

H(𝑥𝑖 , 𝑥 𝑗 ) =
Number of mismatching features

Total Features
(2)

Entropy. We calculate entropy of each feature and set it as the
weight. In a dataset with 𝑛 features, we set weight𝑤𝑖 for feature 𝑖
to 𝑛/𝐸𝑛𝑡𝑟𝑜𝑝𝑦 (𝑖), where the entropy of a feature 𝑖 is:

−

𝑚∑︁
𝑗=1

𝑝 𝑗 𝑙𝑜𝑔2 (𝑝 𝑗 ) (3)

and 𝑛 is the total number of features and 𝑗 is the number of classes
in feature 𝑖 . 𝑝 𝑗 is number of occurrences of class 𝑗 in feature 𝑖 . For
example, the protocol feature may have TCP and UDP classes, we
compute the counts for each to calculate entropy. We find that
features with low entropy should be weighted more since they are
stable properties of benign samples. For example, if benign samples
come from TCP protocol 99% of the time, we can theorize that new
samples matching the TCP protocol may be similar to a benign one.

4 DATASETS

This section summarizes the datasets we use in our experiments.We
use two common non-IoT network intrusion datasets, UNSW-NB15
and KDD Cup, and four IoT related datasets (𝑇𝑂𝑁_𝐼𝑜𝑇 , NetFlow
Bot-IoT (NF Bot-IoT), IoT-23, IoT Sense).

4.1 Non-IoT: UNSW-NB15

UNSW-NB15 [27] is a standard and commonly used network in-
trusion dataset from the USNW at Canberra Cyber Range lab. The
dataset provides modern network traffic scenarios compared to the
KDD datasets, which are more than a decade old. There are 47 fea-
tures (of which we use 42), ranging from basic features to content

and time-related features. Nine types of attacks are included in the
dataset.

4.2 Non-IoT: KDD Cup 1999

We use a variation of the KDD Cup 1999 dataset [12] located on
Kaggle. The dataset consists of 13,449 benign instances and 41
features, which we use to measure ID.

4.3 TON IoT

𝑇𝑂𝑁_𝐼𝑜𝑇 (𝑇𝑂𝑁_𝐼𝑜𝑇 ) [3, 26], published in 2020, comprises hetero-
geneous IoT data across several devices. The work uses several data
source types, including sensor, raw, and log data. Additionally, it
includes several infrastructure layers in the testbed architecture,
such as the edge, fog, and cloud layers with nine types of gen-
erated attacks: Distributed Denial-of-Service (DDoS), Scanning,
Ransomware, Backdoor, and Injection attacks. The dataset has 41
total features; however, the authors recommend not to use source
IP/port and destination IP/port. The dataset simulates traffic from
seven IoT sensors: weather, smart garage door, smart fridge, smart
TCP/IP Modbus, GPS tracker, motion-enabled light, and a smart
thermostat. For measuring ID, we deduplicated data instances, and
as a result, 61.8% of instances have been removed.

4.4 NF Bot-IoT

NF Bot-IoT [34], published in 2020, is a dataset based on the Bot-
Net IoT dataset [19, 20]. Botnets are an important attack vector to
protect against as they have been the source of several breaches
over the past few years [19]. NF Bot-IoT converts four common
network Network Intrusion Detection Systems (NIDS) datasets into
network flow datasets using the commonly deployed NetFlow [9]
protocol for network traffic collection. Authors argue NetFlow’s
features are easier to extract compared to the complex features used
in the original NIDS datasets since NetFlow’s features are usually
extracted from packet headers. The dataset includes several attacks,
including Denial-of-Service (DoS), Distributed Denial-of-Service
(DDoS), Service Scan, Keylogging, and Data exfiltration attacks.

4.5 IoT-Sense

IoT Sense [7], published in 2018, is a dataset of benign examples
generated based on 14 real IoT devices. Authors activated different
functionalities of each device using controller apps and captured
packets. There are 21 features captured in the dataset, with labeled
devices for each sample. We use this dataset for both ID measure-
ments as well as device-specific ID measurements in Sections 5
and 6. We categorize devices in this dataset into three categories,
namely, Light, Appliance, and Hub/Outlet.

Devices include TCP Light, Avox Light, Musiac Music Player,
DLink Camera, iDeviceSocket, iView Light, LutronHub, Netamo
Climate, Omna camera, Phillips HUE, Tplink Light, Wemo Outlet,
Wink Hub, and Smart Things Hub. We use this dataset for both ID
measurements as well as device-specific ID measurements in Sec-
tions 5 and 6. Lights (TCP light, iView Light, AWOX Light, Phillips
Hue Light, TP-Link Light), Appliances (Musiac Music player, D-
Link Camera, Omna Camera, Netamo Climate), Hub/Outlet (iDevice
Socket, WEMO Outlet, Lutron Hub, Wink Hub, and Smart Things
Hub).
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Table 1: Dataset summaries including total number of sam-

ples, percentage of benign samples, percentage of malicious

samples, percent duplicates, number of features, and number

of attacks.

Name #To. %Ben. %Mal. %Dup. #Fea. #Att

UNSW-NB15 82K 45% 55% 12.5% 42 -
KDD Cup 24K 45.8% 54.2% 0% 41 -
𝑇𝑂𝑁_𝐼𝑜𝑇 461K 65% 35% 62% 38 9
IoT-23 1M 50% 50% 2% 19 7
IoT Sense 54K 100% 0 63% 21 -
NF Bot-IoT 599K 21.7% 78.3 0% 12 4

4.6 IoT-23

IoT-23 [13] was released in 2020. The dataset has 23 different sce-
narios, of which three are benign traffic scenarios captured on real
IoT devices. The dataset contains almost 11 million total records;
however, with the difficulty of modeling this much data, we sample
a million records with the following logic: From the entire dataset,
we sample 500K malicious records and 500K benign examples from
simulated files that contain a source IP or destination IP with an
internal IP address and have at least 50 samples belonging to that
specific IP address. We find that 99.99% of internal IPs have at least
50 samples. We also included all samples from three real devices
(Philips HUE smart LED lamp, Amazon Echo, and a Somfy smart
door lock) with 1,634 total packets.

We categorize these devices similar to IoT-Sense as a light (Philips
HUE smart LED lamp), Smart Controller (Amazon Echo), and Appli-
ance (Somfy smart door lock). Philips HUE light is in both datasets
so that it can be used for comparison device-specific ID measure-
ments.

This dataset also captures 20 simulated scenarios of both benign
and malicious traffic. It offers several attack examples: DDoS, File-
Download (to infected device), HeartBeat (indicates packets sent
on the connection are used to keep track of infected host by CC
server), Mirai, Torii, and Okiru BotNets (new common attacks), and
HorizontalPortScan (used to gather information for future attacks).

4.7 IoT Dataset Features

We use the available features for each dataset, except we exclude
source and destination IP and port as well as any ID or timestamp
columns for 𝑇𝑂𝑁_𝐼𝑜𝑇 and IoT-23. We include IPs and ports in NF
Bot-IoT because of its small number of available features to provide
more discriminability. Features common among the datasets include
protocol, source, and destination bytes, connection state, service,
duration, missed bytes, number of packets, window size, payload,
entropy, DNS, SSL, and HTTP properties.

5 INTRINSIC DIMENSIONALITY OF

NETWORK DATASETS

Our first ID analysis is measuring benign networks at the full dataset
level, using the approach explained in Section 3.1. We measure the
ID over several K estimates (K=3, K=5, K=10, and K=20), where K
is the number of neighbors to use to measure ID. Results of this
experiment are depicted in Figure 1.

IoT datasets vs. Non-IoT Datasets. First, we look at the benign
subsets of four IoT datasets (𝑇𝑂𝑁_𝐼𝑜𝑇 , IoT-23, NF Bot-IoT, IoT-
Sense). Each dataset contains an ID estimate under 2. Compara-
tively, the non-IoT network datasets of UNSW-NB15 and KDD Cup
’99 have ID estimates between 3.61 and 7.1, substanially higher than
the IoT network data. The relative simplicity of IoT network data
indicates it will easier to estimate its behavior, leading to better Net-
work Intrusion Detection (NID) models and more robust detection
of attacks.
Effects of K Value. One other observation is related to K values.
Several works note that the ID estimate is sensitive to K [4, 30],
so estimating ID values over several K’s gives us a robust picture.
As Figure 1 shows, rank order of each dataset does not change
substantially given the choice of K. Hamming Distance is used for
all distance computations.
Effects of Feature Size Another notable finding across all datasets
is that the extrinsic dimensionality, or number of features in the
datasets, does not appear to be correlated with its intrinsic dimen-
sionality. For example,𝑇𝑂𝑁_𝐼𝑜𝑇 contains almost as many features
as UNSW-NB15 and KDD Cup 1999, however, its ID estimates are
substantially lower than either. This indicates that the features
of IoT network data are more simplistic in nature than non-IoT
datasets.
IoT vs. Alternative Datasets Finally, we compare these values
to more difficult modeling on common computer vision datasets.
Pope et al. [30] show that MNIST has the lowest ID, estimated
between 7 and 13, with the state-of-the-art accuracy of 99.84%. In
contrast, ImageNet has an ID between 26 and 43 with a state-of-the-
art accuracy of 88.5%, indicating that datasets with a higher ID may
be difficult to model. This is further examined in [30]. Relating these
values to ID estimates on network data, we see that UNSW-NB15
has a similar ID to MNIST. While this indicates that UNSW-NB15
can still be modeled with very high accuracy, its ID is substantially
higher than IoT network datasets, indicating IoT networks may be
easier to model.

6 INTRINSIC DIMENSIONALITY OF IOT

DEVICES

In this section, we analyze benign IoT traffic for specific devices. The
purpose of this analysis is to compare device-specific complexity via
ID in order to (i) verify the behavior of various devices as described
in [15] and (ii) reason about the ID values across different IoT
devices.

Haefner and Ray [15] defined a spectrum for the complexity for
IoT devices, starting with simple devices such as single-purpose ma-
chines with low variability in their network interactions to complex
devices (like Amazon Echo) with high variability in their network
interactions. Similarly, and to simplify understanding of our results,
we split ID measures into three categories: Low (0 to 0.5), Medium
(0.5 to 0.7), and High ID (more than 0.7+).

In our datasets, 6 of these devices (Omna Camera, Smart Things
huB, Netmao Climate, Lutron Hub, Wemo Outlet, and iDevice
Socket) are labeled as low complexity devices. Three devices of
iView Light, TP-Link Light, and D-Link Camera are labeled as
medium complexity. Seven devices are classified with high com-
plexity measures (Wink Hub, Philips HUE light, Door Lock, Musiac
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